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Abstract — We have developed an experimental non-IP/non- contains global addresses of source and destinhtists,
Ethernet protocol called IPEC (IP Ether Chimera). IPEC  similar to IP. Because both IP and Ethernet fracmegain
switches learn IPEC addresses that are structured ararchi- addresseS, |t |S Often necessary to establlshmrﬂence
cally, similar to IP addresses, using an algorithnthat extends  petween |P and Ethernet addresses. In IPv4, theesdd
the learning algorithm of Ethernet switches. IPEC isa simple Resolution Protocol (ARP) [Plu 82] is necessanyider
non-IP network-layer protocol that has features of both to find th di MAC add f P ad
Ethernet and IP. Unlike IP, IPEC introduces an addres 0 n € corresponding N a r_ess rom an_ a
group to manage multiple terminals as a group to mke dress, and the Reverse ARP [Fin 84] is sometimpsine
learning of mobile terminals more scalable and morefficient ~ t0 fulfill reverse requirements. In IPv6, the Netgin Dis-
than Ethernet. Because an address group is the urof learn-  covery Protocol (NDP) [Nar 07] is used instead. skhe
ing in IPEC, it is more scalable than Ethernet, and rabile  protocols complicate the combination of IP and Eikée
groups can be learned more efficiently. In addition IPEC Although MAC addresses are introduced to uniquely
tolerates loops in a network as long as a limitedumber of identify a network interface, thus, used to be non-
duplicate paCketS are a.“OWed, and thus, enable aiternative rewrltable’ they can be eas”y rewntten |n mosﬂ\l_éards
route against link failures. We have implemented IEC both {543y Also, considering that MAC addresses aragei
on an IPEC-capable switches using LAN cards and onwr- —,qo in \WWAN these days, having two (easily modiéab
tual network using virtualization nodes (VNodes), vaich have dd . h in L2 (MAC add d L3 (P
been developed to experiment with non-IP protocolsuch as acaressing schemes in ( addresses) an (
IPEC. We show evaluations that the group learning foction addresses) is arguably redundant from the addgessin
of IPEC is viable especially for multiple terminalsmoving ~(n€tworking) point of view.
together concurrently. In this paper, a new experimental non-IP protoatied
IPEC (IP Ether Chimera) is described and evaluakéds
protocol is intended to be the first step towarlgisshing
a simple single-layered protocol that has advastagfe
both Ethernet and IP. However, we do not intendnto
clude Carrier Sense Multiple Access with Collisioetec-
tion (CSMA/CD) or any other link access method into
IPEC. IPEC is a network-layer protocol and it sliohk
used with a simplified link-layer (L2) protocol \ibut

I. INTRODUCTION

An important design philosophy used in developihg t
Internet is “keep it simple” [Bus 02] or “keep itrgple
stupid (KISS).” However, the Internet has becomeyve
complex because of the many types of services ppli-a
cations running on top of its “one-size-fits-allitérnet

Protocol (IP) [AKA 10]. : , . /
S-S . addressing function. We intend to design a newogmitas
In this situation, in Japan, several projects taigarew- a refined component, refining and combining the two ex-

generation networks (NWGN) hav_e been CondUCtei‘gting components, Ethernet and IP, and unifyindure
[Aoy 09] [AKA 10]. These projects aim to developwe dant addressing function into the network layer)(\&e
non-IF;] (Izintljor;on-E?eirnzt) pTOtOC()lS.' 1€, Cl??dliapt- also intend to implement the new protocol usiefined
g:gagifﬁ([:uﬁ o ]r,ur?non tohe %‘; Ob%tv\?vrcl)cr)ll:sw‘;lﬁpolrc\: IKIBMS components in hardware and software, refining and com-
. o . : _bining legacy components (e.g., LAN cards and dsive
The Virtualization Node Project (VNP) [Nak 10b] hasl.his is a type of clean-slate approach, but instfatteat-

been implemented to develop network virtualizatieoh- ing new components (protocols and hardware/software

nology and virtualization nodes. The goal of thigject is
to develop an environment where multiple slicest(ai

networks) with independently and arbitrarily desidn

NwGN functions run together but are isolated orhgsp
cal network.

In the conventional IP-based networks,
there is complexity introduced in the combinatioh
Ethernet and IP, which is the most popularly usewhts-
nation today. Because Ethernet could originallyused
only in a local area network (LAN), Ethernet (foAN)
and IP (for wide area networks (WAN)) are usuakediin

from scratch, we elect to take an approach of irgfimnd
partially reusing legacy components and combinhmgnt
to build new components in both protocol design and
plementation.

Our goals in developing IPEC are as follows. Thstfi

Qéloal is to initiate the development of a new nomdR-

Ethernet protocol. This goal is divided into twdogoals:
* To implement a simpler packet-forwarding functitvatt

can handle hierarchical addresses and networks with

loops.

combination. Now, however, both IP and Ethernetloan « To establish a learning algorithm that can be used

used in WANSs. This is possible because the Ethdraete

arbitrarily structured networks including loops.ig fal-



gorithm is to be achieved by extending the addr

IP over Ethernet IPEC over “Ethernet--*. D/Locator

_ separation

learning algorithm of Ethernet switches [Bon 1
[IEE 04].

In addition, we show that a network using virtualiz
tion nodes can be used to develop and run nondB{r
cols. Namely, we intend to verify the operation a

IP IP address Structured address”  IPEC
Forwarding Forwarding++ (w/o looping)
Routing——-* ’Learning++
MAC address—] f

Ethernet Forwarding —// Ethernet--
Learning —

CSMA/CDr SMA/CD

usability of the virtualization platform, and tonfg and

demonstrate the applicability of virtualization msdto
experiments using new protocols, and to show aceest
and the knowhow of developing a new protocol usiing
tualization nodes.

The rest of this paper is organized as followstiSadl
describes the design and the specifications ofnehely
developed experimental protocol called IPEC. Sestidl
and IV describe experiments using an implementatibn
IPEC; Section Ill describes an experiment on a LANd
Section IV briefly introduces the virtualizationagfiorm

developed in the VNP and describes experiments con:

ducted on the platform. Section V describes relateck
and Section VI concludes this paper.

II. IPEC

We explain our newly developed non-IP/non-Ethepret
tocol called IP Ether Chimera (IPEC) in this settio

A. Advantages and Disadvantages of Ethernet and IP
The advantages and disadvantages of

clarify the problem being solved. In Ethernet, aitbh
each address (host identifier) is structured (iteepntains
a vendor identifier), it is regarded as a non-g$tmed sym-
bol at forwarding time. Therefore, each addredzisdled
individually, the forwarding algorithm is very sitep and

no supplementary protocol is required for forwagdin

packets. On the other hand, the forwarding usirmgfidt

address space does not scale as the number ofsaéslre

increases due to the lack of hierarchical strucasén IP
addressing and forwarding. In addition, if theraitoop,
or an alternative path, in the network structurackets
cannot be forwarded correctly only by the forwagdad-
gorithm, and a packet is copied repeatedly alongog.

Etherne
(IEEEB02.3mnd IP are briefly described below in order to

Figure 1. Protocol design policy of IPEC

simple single-layer non-IP/non-Ethernet protocolheT
second goal is to develop a learning-based forwgrdi-
gorithm that is applicable to networks with loop#is is
intended to keep IPEC as simple as possible.

We have developed the following policies basedhan t
above goals taking into consideration the advastayel
disadvantages of IP described in the previous stibse

* Use of structured addresses and learning: To make
IPEC more scalable than Ethernet and to allow 8iruc
ing addresses, ordered addresses similar to |Resslel
are used. However, to keep the protocol simple, no
routing protocol is to be introduced, and packetvird-

ing is based on learning. Extending the learnirgp-al
rithm used by Ethernet switches and applying it to
structured addresses is an interesting challenge.

» Two styles of forwarding methods using only one type of
address: To allow two styles of packet-forwarding, i.e.,
thernet-style and IP-style, a single type of strex
multi-level) addresses are used. For exampleniera
vironment where LAN and WAN are connected, it is
possible to forward packets using individual adsessn
LAN and to learn grouped or aggregated addressgs an
to switch packets using the addresses.

Applicability to ID/Locator Separation: If addresses with
two levels are used, the upper level can be intéegras

a locator and the lower level as a host identiflera
terminal only knows the host identifier of a deation
terminal, the former can communicate more effidient
with the latter without using a locator. In additjoan
ID/Locator separation method can be used with IPEC;
namely, terminals can ask a server for the locaibtke
hosts that the terminals will communicate with.

Therefore, loops must be removed so that the né&tworhe first two policies mean that parts of IP antigEnet

structure is constrained.

In contrast, in IP, the addresses are orderedhesorhay
have hierarchical structures called subnets. Becaas
dresses are simple binary numbers, the hierarchiuzess
and networking structure can be introduced eagjlyhe
network designer. In IP routing, addresses candugea
gated and the number of forwarding table entrigs loa
reduced, making IP networks scalable. In additlonps
or alternative paths occurring in the network make
network more fault-tolerant. However, becausedtiketo a
much more complicated router configuration (i.eatis
routing configuration), it becomes difficult to agt and to
update the network structure manually. Thus, aciubti
protocols for dynamic routing are required, ang thakes
the protocol structure complex.

B. Protocol Design Policies
The design policies for IPEC, which is diagramed-ig-

ure 1, are described in this section. As described i Se

tion 1, the first goal of this development is tovelep a

were used in designing thefined component, i.e., IPEC.

C. Address- and Protocol-Formats

The hierarchy of addresses can be freely designetkt
work design time with the above design policieswedwer,
simple addresses with two-levels are used in theent
implementation. The address and frame formats is th
implementation are shown iRigure 2. The structure of
addresses (of 8-byte length) is as follows.

* Host ID: The lower bits of the address contain the host

Address format
0 4 (variable) 8 Byte
Group ID Host ID
(networkaddress)
Packetformat (non-IP)
0 2 10 18 20 22  Byte
S
Total | Dest addr | Src addr GrpmlD Age Payload
len length

Figure 2. Addres- and protocc-formats of IPE(



identifier. A Host ID varies in length in the ori Len|Destprefix| Port/Age

inal design but is fixed at 4 bytes in the curr Forwarding_32|x00000100 P1 | 0
; : ; - table| 32x00000002| P3 | 1
Lrgsleersr;relTéﬁ;[L(én. An ID is atomic; it does r 300000080 Bo 1
+ GroupID: The upper bits (the rest) of the addr 5P iP ~x00000195 VNO‘;‘? 1,|(’ IPEC Slice
contain the group identifier. The group struct e i Group ID =x00000030
HostID =x00000021

can be hierarchical, but it is assumed to haw e 2 Link sliver VNode 2
structure in this paper. [ 53

A group can be interpreted (used) as a loc:

Node sliver

IPEC
Soft

Hosts with the same group ID must exist in 7 SW
same place, i.e., be connected to the same | 33 =~ P2 |
WAN switch. = P3 Link sliver "\ GroupID =x00000030
. VT \ HostID =x80000022
The frame header is 22 bytes long and con croupid =xo0000002 |_Nodeyliver LS
of the following fields from the left. HostiD  =x80000022 VNode 3*, e

e Total length: This field contains the sum Len|Destprefix|PortjAge| | 3200000002/ P2 | 1

Forwarding 32[x00000100| P2 1 32|x00000030| P1 0|
header length and payload length. table[ 5200000002 PL| 0|  Forwarding table

« Dedtination address: This field specifies the ho: 32x00000030{ P3 | 1

address that receives the packet. It follows Figure 3. IPEC network structure and status dd@ming
above format.
« Source address: This field specifies the host ad- The forwarding table records learned groups. Arledr
dress that sends the packet. It follows the aboredt. ~ group will be forgotten after a certain amountiofet has

« Source group-1D length: The bit length of group identifi- passed. Theegistration timeout is.used i_n the qurning
ers mugt bg specif?ed when it hag a vagablg leryis procedure as follows. If a packet is duplicated amives

i . : . at a switch before the registration timeout, dwugibd
m(:r?t:goiz (which means 4 bytes) in the currerpléen packets are dropped. Therefore, if there is a dbog (if

o ] o there are multiple paths) in the network, normaltyy one

* Age: This field contains the hop value; it is incref®&h packet is forwarded. Infinite duplication of packehat

every time the packet transfers between switchtes | may occur in Ethernet does not occur in IPEC iftta@s-

similar to TTL in an IP packet and is used to aveattk- mjssjon delay is sufficiently small. However, iftineout

et looping. occurs, the duplicated packets are not regardediss of
the same packet. This timeout was introduced tddavo

D. Method of Learning and Forwarding . ) : .
. o forwarding failures. If a failure occurs, an altatie path
The method of forwarding and leaming in IPEC WANg selected after the timeout. The timestamp oftétise

which is called thé-earning and Forwarding (L&F) algo-  entry is updated when the packet is normally fodesror
rithm here, is explained in this subsection. IPEC timeout occurs.

switches only use group IDs for forwarding pack&ed  The forwarding procedure, which is the second part,
do not use host IDs. A switch has three or moréspir-  yegcriped below. In this procedure, a destinatiort s

tual interfaces), and it realizes the same (symo)einc-  gejected using the destination group in the packet.
tion for all the ports.

The L&F algorithm is divided into two parts: theate- if destination group of P is not registered in thevérding table
ing procedure and the forwarding procedure. When a  or Eisinreference timeout statiiten
packet arrives at one of the ports, these procedare Flood the packet that is a copy of P
applied in this order. The L&F algorithm containgot but the age is incremented;
types of timeout. One is eegistration timeout, and the | elseOutput the packet that is a copy of P but theisige
other is areference timeout. The former is used in the incremented to the port specified in the registeslement;

learning procedure, and the latter is used in tinedrding
procedure.

The learning procedure is described below. Thiz@ro
dure learns the source group and drops packets waen
cessary. An arrived packet is represented by P,thad
forward table entry for P is represented by E.

The reference timeout similar to the Ethernet timeout is
used in this procedure. If a reference timeout o cthe
existing forwarding table entry becomes ineffectiaad
packets that match the entry will be flooded. Namebp-
ies of the same packet will be output from each prcept
the arrival port. When no entry is matched, thekpads

if source group of P is not registered in the forwaydablethen| also roodgd. _ _ _ _
Register group, group length, input port, age of P A possible disadvantage of this L&F algorithm istth
to the forwarding table (learn the packet); there is a risk for a packet to be duplicated.né @f the
else ifage of E > age of br packets duplicated by flooding arrives at a switnid
E is in registration timeout stattisen another copy of the packet with a younger age (feither
age of E = age of P; port of E = port of P; hops) arrives at the same switch after that, bothfar-
timestamp of E = current time (ns); warded. _ o
else ifage of E < age of Br port of E I= port of Rhen _ It is difficult to avc_)ld such duplication compleyedas_pe-
Drop the packet (the forwarding procedure isaptlied); cially when congestion occurs. However, such dagiba
elsetimestamp of E = current time (ns); probably occurs rarely, and there are several ndstlicat




can avoid or reduce duplication. Two methods ate-in refined component in the link layer).
duced here. The first method is as follows. Wheowte Each switch has four network interfaces, i.e., €0
with fewer hops is longer and has long latencyk lineth3. They are 1000BASE-T or 100BASE-TX cards. Two
weights can be introduced to the above algorithmavimid of the four interfaces are used for IPEC, and tierotwo
the problem above; packets can record the trawthiie are used for Ethernet (one for a terminal and therdfor
instead of the age. In the second method, an inénetq control and monitoring purposes).
duplication is not usually fatal when the duplioatioccurs The IPEC interfaces are connected one-to-one. Hard-
only once or the number of duplicated packets dsiced ware repeaters or switches are not required inexperi-
rapidly. The number of duplicated packets can lblmced ment, but simple repeaters (i.e., dumb hubs) maydeel
by limiting the age (TTL) or travel distance; namethe for delivering packets to each PC in an IPEC LANfar
duration of packets can be introduced, and packkets connecting IPEC WAN switches. However, intelligent
exceed the duration can be dropped. Ethernet switches cannot be used because they digpen
The above algorithm has been coded in less than 1tb@ Ethernet packet format. In addition, most contiadly
lines except for peripheral parts when using C lmgg. available hubs (i.e., switching hubs) probably @inipe
Figure 3 shows an example of a table of contents afteised because they have some intelligence (i.ey, dee
learning PC 1, 2, and 3. pend on the Ethernet packet format).

Il EXPERIMENT ON ALAN B. Experiment: Basic Communication

Communication between PC 1 and PC 3 and betweeh PC
Bhd PC 3 has been tested, and all PCs were codfitore
work correctly; no duplicated packets were detectedl
they were able to communicate without problems gisin
A. Network Structure and IPEC Implementation UDP and TCP, although the performance was rather. po
We observed the communication by introducing pmipti
functions into the switching programs. We first ehed
flooding and then observed switching because tieCIP
switches learned the groups.

The performance between PCs was around 1 Mbps
(measured by perf command), depending on the per-
ormance of the hardware. The performance was much
ower than expected and could probably be improved.
ARP packets went through the IPEC network becaBse |
over IPEC was used in this implementation. The ARP
ble of each PC was assumed to contain the addrekaés
the PCs (but we did not look at the ARP tables).

IPEC has been implemented both in a LAN environme
and on a virtualization platform. The implementatiand
experiment in a LAN are explained in this section.

The network used for this experiment is shownFig-
ure 4. This network consists of six Linux-based PCse¢hr
for software-based IPEC switches and three for iteai®
(i.e., PC 1 to PC 3). Every terminal group is diff& from
other groups in this experiment because the asslooed
tion of each terminal is different from others’. i&hes are
connected using IPEC, and a switch and a termiral
connected by IP/Ethernet. IPEC can also be usethen
terminals, but IP/Ethernet is used in order to seand
Ethernet-based tools. An IPEC frame can be cordede
an IP or Ethernet frame (i.e., IPEC addresses eanans-
lated to IP addresses or MAC addresses). It isatbed to
an Ethernet frame in this implementation becaugedts-
ier. Therefore, when IP over Ethernet is used & tér- IV. EXPERIMENTS ON THEVIRTUALIZATION PLATFORM
minals, IP over IPEC is also used in the IPEC netwo IPEC has also been implemented on a virtualizgpiet-
IPEC has been implemented using promiscuous mofiem consisting of four VNode prototypes locatedtlat
in Linux. If promiscuous mode is used on LAN carddNICT Hakusan Research Laboratory.
Ethernet-- protocol in Figure 1 can be used, ke, ad- ) o
dressing (networking) function of Ethernet can éredered A Network Virtualization
ineffective; neither packet receiving nor sendingem- In the Virtualization Node Project (VNP), networktua-
tions depend on the Ethernet packet format, so Ip&®- lization technologies are being developed to baiicenvi-
ets can be used. This means that the hardwareoftmthse  ronment in which network researchers can develop ne
of the LAN cards are used for producingefined compo-  protocols with free formats. The availability oé&-format
nent in the network layer and removing addressing fungrotocols is the most outstanding feature of tmgiren-
tion from the link layer (in other words, producirg ment compared to environments developed by other vi
tualization platform research projects includingrigtLab

[Pet 03] and GENI [GEN 09]. In this environmentigeirfe-

rences between slices must be avoided, and new-

Ethernet

generation (non-IP) protocols can be developed rand
Sehaeanage Physical IPEC without interfer!ng With pther slices. _ _
cremare |PECTREC]|  Network In network virtualization, networks before virtuadiion
\il —— L QIPECIF and those after virtualization coexist. The forntbhg low-
acibasedivode er-layer network, is called sirtualization platform (or

¢ IPEC [IPEC-
Soft | Ether
GW

Ethernetl/F
O O
Ethernetl/F

virtualization substrate), and the latter, the wgpger

SW . . .
network, is called dlice or virtual network.

IPEC- | IPEC
S EthemelllF Ether | Soft
EthernetI/F GW

CiPEC IF

B. Sructure of Virtualization Platform and Sice

In the VNP, a virtualization platform (or a domaihas
two types of physical nodes (SEigure 5).

PC-based Node

Figure 4. Network structure foa LAN-based exgriment



. . VNode DC: Domain Controller
* VNode is a physical network node that forwards pac VNode: Virtualization Node
i i i VNM: VNode Manager
on the virtualization platform. Each packet cores 7 5] e
to a packet on a slice. p: Programmer

« Gateway is a network node that transfers packets bl py VNOdf' e
tween the virtualization platform and another net , £ ’
or user terminals (PCs). el St | vNode|— router|—{Node —]| Gt~ |—boere
The domain may contain normal nodes, i.e., roube

switches, that do not have virtualization functior Figure 5. Physical structure of virtualizationtfdam

VNodes are connected by tunnels through such r--'--

using a tunneling protocol such as Generic ROUBNE  foui” “oooooon [ egesiva] 'PECSlice

capsulation (GRE) [Far 00]. Therefore, a virtuatwark

with free topology, which is not constrained by tbpol-
ogy of the physical network and does not dependhe
specific functions of the nodes in between, cagreated

GroupID =2
. . HostID =x00000021
Linksliver  vNode 2

Node sliver
P~J IPEC

. Soft O
" .

A VNode can be an extended version of a router PC3 \

; , 5 s .o g )
switch, so it can be deployed as an extended verHi@ Gt Y Link sliver cop =2
conventional network. GroupID =2 Node sliver

HostID  =x80000022 \/Node 3

Figure 6. Structure of physical network and sfaevirtu-
alization-platform based experiments (1)

Each VNode consists of three components.

» Programmer is a hardware and software component th
processes packets on the slices. Slice develoars
program programmers. used as terminal IDs because IPsec is used foelingn

* Redirector is a hardware and software component th@etween a Gateway and a PC.
can forward or route packets on the substrate amd ¢ The scenario of this experiment is as follows.iatl,
forward packets from another VNode to a programm&C 1 and PC 3 (under Gateway 3) communicate, but PC
or forward packets from a programmer to anothefoes not send any packets. Next, PC 3 moves tnthe
VNode. tion of PC 3’ (under Gateway 2) in Figure 6 and resgis

« VNode Manager is a software component that managed _Gateway 2. (Actually, we have used different Hars
the VNode according to instructions from the domaif© 3 @nd PC 3’ but the addresses are the saméupNgr
controller (DC). the PCs belonging to Group 2 move simultaneousiynfr

. . the place of Gateway 3 to that of Gateway 2. P@®B-c
In the model in the VNP, the virtual network (ocal- 1 hicates with PC 1 again. The switches learn te n
lection of resources in a virtual network) is calieslice. |c51i0n of Group 2 (the group of PC 3 and PC 4jer,
A slice consists of two types of components [Na&]10 PC 4 communicates with PC 1. Because Group 2 hers be
» Node Siver represents computational resources that ekarned, PC 4 can communicate without further leatn
ists in a virtualization node (in a programmer)islused We have traced the switches and confirmed thao plesa-
for node control or protocol processing with admiyr tion is exactly the same as described above.
packet format that may be non-IP. Slow-path node sl
ers, which are mapped to Linux (Ubuntu) VMs in thi&. Performance Measurement
prototype, were used in the experiments. We have measured the performance of IPEC with dxelir
« Link Sliver represents resources of a virtual link thafonal IPEC-Ethernet protocol conversion using tiet-
connects two node slivers. A link sliver is mapgeca WOrk shown inFigure 7. This network consists of three
physical link between two VNodes or a VNode and Bde slivers on three VNodes, and three PCs (twese

Gateway. A link sliver is implemented by using aEsR and one client) through gateways. The node-sliver p
tunnel in our implementation. grams are the same as used in the experiment InAtNe

Performance between the PC servers and the PQ clien

C. Experiment: Switching Based on Group-wise Learning was measured usingoer f command. We used 2-Mbps
and Motion UDP traffic, and the results shows that the patdet rate

The network used for this experiment consists oéeh is less than 0.1%. The performance is better thathe

node slivers on three VNodes, and three client ramg LAN environment. We have also measured round-tnie t

on PCs (terminals) through Gateways (Seigure 6). Using api ng command. Itis 2.8 ms on average.

Whole network (slice) is an IPEC network in thigpex- VNode 1

ment. PC 3 and 4 are IPEC hosts that belong tooapg WSS el
gﬁedih?regr:l?g the same group ID), and PC 1 beldnc . .?/ Linksliver WNode 2
. A Node sliver
The LAN forwarding function of IPEC, or the host-I[ ] [PEC [IPEC-

Linksliver Soft | Ether ©>
M SW | GW

-
IPEC-[ IPEC | i )

O Ether | Soft ¥ Link sliver
GW | SW
Node sliver

VNode 3

based switching function, is embedded in the Gagewi
we follow the policy described in Section 1l, Gatews
should learn host identifiers. However, becauseGhge-
way prototype has not yet been programmable, the p&a
host IDs and terminal IDs must be registered bydhdie

Security Parameter Index (SPI) values of IPsecelsnare Figure 7. Structure of physical network and sfmevirtua-
lization-platform based expiments(2)




E. Wide-area Experiments and Demonstration learning function of IPEC is viable especially foultiple

All of the experiments explained in this sectiovéioeen terminals moving together concurrently. In this ierpen-
conducted at the NICT Hakusan Research Laboratofgtion, the sizes of the group and host identifaes fixed,
However, two wide-area experiments was held in m#vea@nd no aggregation algorithm has been implemerited.
locations in and near Tokyo. At Interop Tokyo 20m0 the future, we plan to implement and evaluate ayresp-
Makuhari, two VNodes in Makuhari and one VNode ifion algorithm.

Hakusan formed the network shown in Figure 6. Aédn

rop Tokyo 2011 in Makuhari, three VNodes in Makuhar ACKNOWLEDGMENT

Mejirodai, and Hakusan formed the network shown i/e thank Akihiro Motoki from NEC, Watanabe Norikazu
Figure 7. The same results as described in theiqu®eVv from Fujitsu, Makoto Kitani from Alaxala Networkand
subsections was reproduced in these experiments. Ther members of the VNP for their assistance apfi
VNodes have been introduced into a research-pum@se comments on the design and implementation of IPEC.
tional experimental network called JGN-X, so wel pwile-
pare for new wide-area experiments using IPEC.

At the 8th GENI Engineering Conference (GECS8), Na KA 10] AKARI Architecture Design Project, “New Gena-

kao,_ a _Co-author, have _Intr_oduced IPEC as an exam tion Network Architecture-AKARI Conceptual Design (ver
application of the virtualization platform, and fexs the 2 oy, http://akari-project.nict.go.jp/eng/concegsign/-
demonstration video on the Witak 10c]. In this video, a  AKARI_fulltext_e_preliminary_ver2.pdf, May 2010.

reply by a PC to an initial communication requegt blAoy 09] Aoyama, T., “A New Generation Network: Beyb

P : : : _ the Internet and NGN”JEEE Communications Magazine,
another PC is intentionally delayed to visualize flood Vol. 47, Vol. 5, pp. 82-87, May 2009.

ing operation. After the delayed reply, the swibghdpera- [gon 10] 'Bonaventure, O., “Computer Networking: Priries,
tion can be observed. Protocols and Practice”, Release 0.0, (Chapter 6),
https://scm.info.ucl.ac.be/release/cnp3/Book/0.0/S N .
[Bus 02] Bush, R. and Meyer, D., “Some Internet Arettitiral
V. RELATED WORK Guidelines and Philosophy”, RFC 3439, IETF, December
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